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File  Systems: 2 main Components
• Parts of a file system

• Application supporting piece – the part you build and see:
• Data files – naming, attributes
• Directory structure – subdirectory hierarchy 

• Storage supporting piece – what affects the storage:
• Space management structures

• Part of the Storage Stack
• Isolation at each layer
• Allow changes without affecting

other layers
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QUIZ:  A New Standard Interface

File System
User Component

File System
Space Management

Applications

System Call Interface

Storage Device

SCSI, ATA

Block I/O Manager

Object Interface

Storage Device

Block I/O Manager

File System
Space Management

CPU
Applications

File System
User Component

System Call Interface

CPU



Page 4

CSPs & the File System Problem

Internet traffic arrives & gets scheduled
• Goal: balance workload across all systems
• Requires: Any server talks to any storage
• Desire: global file system

File system gets in the way
• File system tied to storage device
• All servers update common metadata?

– How to handle contention?
– How to handle integrity

No array controller: creates single point of failure, expensive, doesn’t 
scale

• Replication is essential to performance and reliability goals
• So, how to attach them?????
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The Answer: Objects!

App servers have global file system
• Talk objects (key-value) with storage
• metadata processing in storage 

servers
– Single point of metadata update
– At point of convergence for I/O
– metadata engines = storage servers

Now, no object storage, soooo…
New tier of servers running object protocol 

• Storage servers run LINUX file system
• Storage servers have SATA HDDs

But, what has happened to the 
storage stack?
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The Storage Stack: More Complex
I/O goes through 2 file systems!
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Kinetic: Object interface in the Drive!
Eliminates Storage servers! (disaggregation)

Multiplies metadata engines! (1 per drive)

Eliminates extra file system layer!

Confines many metadata operations in HDD

Enables 3rd party copies

Supports more secure computing
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•
•
•

SAS & Kinetic Open Storage

•
•
•

•
• 1st Ethernet port (S2/S3, S5/S6)
• 2nd Ethernet port (S9/S10, S12/S13)

•
•
•
•
•
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Kinetic Drive Chassis
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•
–

–

–

–

–

What makes up an object?
Kinetic Key-Value objects detail
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Kinetic Open Storage API 

• 
–

• 
–
–

» 
» 

Partition Collection Name Chunk id 
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Kinetic Open Storage API 
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Kinetic Open Storage API 
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Kinetic: Object interface in the Drive!
Eliminates Storage servers! (disaggregation)

Multiplies metadata engines! (1 per drive)

Eliminates extra file system layer!

Confines many metadata operations in HDD

Enables 3rd party copies

Supports more secure computing

CPU
Application

Ethernet driver OS

Storage
Device

Block I/O Manager

Object  target

File management

Object interface

FS



Page 15

FireBox Overview UC Berkeley 

SoC 
SoC SoC SoC

Up to 1000 SoCs + 
High-BW Mem 
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Inter‐‐Box 
Network 

High Radix 
Switches 

Many Short Paths 
Thru High‐‐Radix Switches 

NVM NVM 

NVM 

NVM NVM NVM 

NVM 
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NVM 
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NVM 

NVM NVM 
NVM NVM

Up to 1000 NonVolatile 
Memory Modules (100PB total) 

All slides with the “Aspire” logo at the top are from a Presentation by University of California - Berkeley at FAST 2014
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What About Future Enhancements?
Think of this Kinetic Drive as just the starting point

Ethernet & protocol buffers make enhancements really easy

Security

•Adding functionality based on SED technology opens big possibilities

•Already a lot of thinking on this

More information:

· http://seagate.com/www/kinetic

· https://developers.seagate.com

· http://github.com/Seagate
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