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Introduction

• MetaArchive started as a project in 2004 and became a distributed 
digital preservation service provider in 2007.

• Since the beginning, MetaArchive has used Stanford's Lots of Copies 
Keep Stuff Safe (LOCKSS) to provide bit-level preservation.

• LOCKSS is great for tightly controlled networks and static journal 
content. But MetaArchive embraces administrative diversity with 
distributed network management and members deposit a wide 
variety of cultural heritage materials, in a variety of packaging 
standards.

• LOCKSS has served us well but is now inhibiting network growth.



Triple Bottom Line Sustainability and UN 
Sustainable Development Goals
• Triple Bottom Line Sustainability

• Environmental Sustainability 
(Planet)

• Economic Sustainability 
(Prosperity)

• Labor Sustainability (People)
• UN Sustainable Development Goals

• Goal 9: Reduced inequality within 
and among countries



Research and Development

• Partnership with Keeper Technology
• Multi-phased Approach

• 1: Requirements gathering, system design
• 2: Prototyping, proof-of-concept
• 3: Deployment of a pilot network



Discovery

• Responses:
• Difficult to Use
• Understaffed
• Automation
• Ease of Ingest
• Physical Shipment

• Wide variety of expertise, 
infrastructure, workflow
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Architecture
• Goals:

• Easy
• Automation
• Increase Usage

• Distributed 
Architecture

• Across Member 
Sites

• Modular Design
• Well Defined  

Interfaces
• Scalable
• Secure
• Extensible



User Service
• User Portal
• SIP Construction
• SIP Verification
• Reporting
• Control API

Local 
Storage

Ingest Stack

Storage Stack

Storage Service
• Object Storage
• Obj Gateway

• Replication Engine
• Internal Consistency  

Checks

Cache Service
• AIP Verification
• Reporting
• Control API

Admin Stack

Administration
• Admin GUI
• Membership 

Management
• Policy Definition
• Control API

Catalog
• SIP Registration
• AIP Index
• Data Base

Review
• Reporting
• Auditing

Components
Ingest Stack
• Primary User Interface
• Local or Cloud
• Archive-Ready Packages 

and Native Assets

Storage Stack
• Data Protection
• Internal Consistency 

Checks

• External Fixity Verification

• Content Un-Aware

Admin Stack

• Limited Access
• Globally Unique 

Registration

• Additional Metadata

• Policies, Membership, Etc.
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