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Ceph - ~
When? Where?

* Doctoral Dissertation
* 2004, UCSC

* Inktank, RedHat, IBM / \

What Impact?
/What isit? - * DIY
* Reliable e Scalable * OpenStack
*SDS e Clustered bo) * On-Prem Cloud

* Open Source ) * Multiple Entries in
» Object, Block, File -’ Top 50 of 10-500 Iist/

\_

\_
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|dentify Your
Use Case

4 )

Throughput-Optimized
*« HDD/SSD
*10/25 Gb

* Medium Density

-

CapaC|ty-Opt|m|zed
*HDD
*10Gb

* High Density

"l

/

\_

|OPS-Optimized
* SSD/NVMe
*25/40/100
*|B, RDMA

Low Density

/
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Hardware

* The hardware you use is very
important

* “Commodity Hardware” does not
mean old or low performance

* Trying to save money on hardware is
likely to increase cost elsewhere

* Maintainable
*Supported
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Storage Nodes

SSD/NVMe drives Erasure-coding requires

play an important more nodes, not less.
performance role k=8; m=4 == 12

=) -

NGFF

You can put 1.5
PB in a shelf.
But...should you?
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Network

() Public
fii’!‘s U Cluster

Jumbo
Frames

Cluster Network will
use more bandwidth
than Public Network

Ceph HA Depends
on Network HA

Separate network for Performance problems are
IPMI & Management often Network problems
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Unified Management
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Locally Repairable Erasure Code (LRC)

* Create Local Parity Chunks

* Recover Using Fewer OSDs

* Faster Recover, More Overhead

* (<data chunks>, <coding chunks>, <locality>) — (k, m, )
* Example: (8, 4, 4)

V2NV
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summary

-

Use Case

Network

Locally Repairable Erasure Code

B zemrraves

Unified Management )
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