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Parameters

* Non-compressible data
* Long-term storage

* Very high reliability
* Request rate of 10% per year
e 5,20,50PBin 2012, 2015, 2018




Density

5PB 1,700 disks 2,700 disks 6 racks
20 PB 6,700 disks 11,000 disks 23 racks
50 PB 17,000 disks 27,000 disks 56 racks
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Density

5PB 1,700 disks 2,700 disks 6 racks
20 PB 6,700 disks 11,000 disks 23 racks
50 PB 17,000 disks 27,000 disks 56 racks
5PB 830 disks 1,300 disks 3 racks
20 PB 3,300 disks 5,300 disks 9 racks
50 PB 8,300 disks 13,000 disks 23 racks
2018 | Disks (raw) @ 10TB | Disks (protected) | Racks @ 600 disks _
5PB 500 disks 800 disks 2 racks
20 PB 2,000 disks 3,200 disks 6 racks

50 PB 5,000 disks 8,000 disks 14 racks



Performance

mmm

5PB 16 MB/s 2,700 200 GB/s 6 30 GB/s 3 GB/s
20PB 63 MB/s 11,000 1.1TB/s 23 115GB/s 11 GB/s 20
50PB 159 MB/s 27,000 2.7TB/s 56 280 GB/s 28 GB/s 21
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mmmm

5PB 2.9GB/s 2,700 200 GB/s 6 30 GB/s 3 GB/s

20PB 11 GB/s 11,000 1.1TB/s 23 115 GB/s 11 GB/s 20
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Performance

mmm

5PB 16 MB/s 2,700 200 GB/s 6 30 GB/s 3 GB/s
20PB 63 MB/s 11,000 1.1TB/s 23 115GB/s 11 GB/s 20
50PB 159 MB/s 27,000 2.7TB/s 56 280 GB/s 28 GB/s 21

mmmm

5PB 2.9GB/s 80 GB/s 2 10 GB/s 3.3 GB/s
20PB 11 GB/s 3,200 320 GB/s 6 30GB/s 10 GB/s 23
50PB 29 GB/s 8,000 800 GB/s 14 70 GB/s 23 GB/s 25



Cost
mmm

5PB 16 MB/s 2,700 200 GB/s 6 30 GB/s 3 GB/s
20PB 63 MB/s 11,000 1.1TB/s 23 115 GB/s 11 GB/s 20
50PB 159 MB/s 27,000 2.7TB/s 56 280 GB/s 28 GB/s 21
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20PB 63 MB/s 11,000 1.1TB/s 23 115 GB/s 11 GB/s 20
50PB 159 MB/s 27,000 2.7TB/s 56 280 GB/s 28 GB/s 21
2012 $/month @ $0.01/GB Cost if using e.g. “cold” public cloud storage
5 PB $50,000/month ﬁ

20 PB $200,000/month

50 PB S500,000/month



Cost
mmm

5PB 16 MB/s 2,700 200 GB/s 6 30 GB/s 3 GB/s

20PB 63 MB/s 11,000 1.1TB/s 23 115 GB/s 11 GB/s 20
50PB 159 MB/s 27,000 2.7TB/s 56  280GB/s 28 GB/s 21
2012 $/month @ $0.01/GB Cost if using e.g. “cold” public cloud storage
5 PB $50,000/month ﬁ

For comparison, the cost to “store”
20 PB 5200,000/month 20 librarians or data scientists
50 PB $500,000/month * 4
2012 sqft/person s/sqft | §/month|
20 employees $86,000/month Washington, DC
80 employees 75 $48 $288,000/month Washington, DC

200 employees 75 S24 $360,000/month Minneapolis, MN



Assumptions

Data protection in a single data center, using an erasure-coding
scheme at 1.6x overhead

480 drive racks in 2012 (40U)
600 drive racks in 2015 and 2018 (50+U)

10%/year access assumes 10% of total data is accessed in even
distribution over 365 days/year, 24 hours/day — optimistic

10%/2day access assumes 10% of data is accessed on only 2 days
per year (say Thanksgiving and Xmas) — very bursty

Bandwidth is theoretical bandwidth at 40 Gb/s per rack (4x 10 GbE)

Actual bandwidth is 1/10 of theoretical maximum for 2012 and
2015; up to 1/3 theoretical max for 2018 (software improvements)

sqft per person and S/sqft references

http://www.inc.com/news/articles/2010/10/washington-dc-rents-top-those-in-nyc.html

http://newsfeed.time.com/2011/02/08/youre-not-imagining-it-your-cubicle-is-getting-smaller/
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What About Tape?
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What About Tape?

Tapes are not a commodity technology

2011 total worldwide market for tape cartridges

is about 8m units (just under S1b annual
revenue)

Compare to the HDD business at 650m units in
2010 (close to S40b annual revenue)

80 disk drives are manufactured for each tape
cartridge; robots are complicated

Fits particular application segments very well, but
IS not a general-purpose solution

http://www.storagenewsletter.com/news/tapes/sccg-ww-tape-market-lto-1q11
http://techreport.com/discussions.x/20890
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