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Preface

This report was funded by the JISC Committee for the Support of Research (JCSR). The
JCSR is responsible for ensuring that the JISC provides appropriate infrastructure and
services to support the needs of researchers in the UK, particularly in the context of the UK
Research Grid. Membership of the JCSR is drawn from across the research community
including representatives from the Research Councils.

In recent years the JISC in partnership with other bodies has undertaken significant initiatives
towards the long-term care of data in the UK academic sector. In 1998 a report for the JISC
and the National Preservation Office was carried out by Professor Denise Lievesley and
Simon Jones® into the digital preservation needs of universities and research funders. It
recommended to funding bodies:

e The development of national guidelines covering the key areas of concern.

e The development of standards to allow kitemarking of centres where research data can
be managed and preserved over the long term.

e The development of a national policy on research data and dissemination of
information about this national policy.

In 1998 the JISC CEI (Committee on Electronic Information) Interim Preservation Strategy
1998-2001 was adopted®. This was superseded in 2002 by “A Continuing Access and Digital
Preservation Strategy for the JISC 2002-2005™. The new strategy set out the role of JISC in
partnership with others in this field, outlined objectives and an implementation plan. The
implementation of this strategy has initiated a number of studies to quantify requirements and
implementation issues.

It is in this context that the JISC Committee for the Support of Research commissioned this
study to establish the current provision and future requirements for curation of primary
research data generated within e-Science in the UK.
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Alistair Knowles in the National e-Science Centre, Karen Mee in Carole Goble’s office for
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Abbreviations

The following abbreviations are used frequently in the report and its appendices:

AHDS Arts and Humanities Data Service

AHRB Arts and Humanities Research Board

BBSRC Biotechnology and Biological Sciences Research Council

CAMILEON Creative Archiving at Michigan & Leeds: Emulating the Old on
the New (a JISC/NSF jointly funded project)

CCLRC Council for the Central Laboratory of the Research Councils

CEDARS CURL Exemplars In Digital Archives

DAC The Digital Archiving Consultancy Limited

DCC Digital Curation Centre

DPC Digital Preservation Coalition

DTI Department of Trade and Industry

EPSRC Engineering and Physical Sciences Research Council

ESRC Economic and Social Research Council

HE/FE Higher Education/Further Education

HEFCs Higher Education Funding Councils

HEI Higher Education Institution

ISO International Standards Organisation

JISC The Joint Information Systems Committee

JSCR The JISC Committee for the Support of Research

MRC Medical Research Council

NERC Natural Environment Research Council

NSF National Science Foundation (US body)

OAIS Open Archival Information System

OST Office of Science and Technology

PPARC Particle Physics and Astronomy Research Council

PRO Public Records Office (now the National Archives)

RDN Resource Discovery Network

RSLG Research Support Libraries Group

UK DA UK Data Archive, Essex University

Other abbreviations are introduced in the text.
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Executive summary

Science is being transformed by accelerating change in information technology, with huge
increases in computing power and network bandwidth, accompanied by an explosion in data
volumes and information.

The term e-Science — or more inclusively “e-Research” - has been used recently to describe
the research culture and opportunities enabled by these developments, and the collaborations
of people and of shared resources that are needed to resolve new research challenges, whether
in the sciences, social sciences or humanities.. e-Science enables a new order of
collaborative, more inter-disciplinary research, based on shared research expertise,
instruments and computing resources, and crucially increasing access to collections of
primary research data and information - the knowledge base of research. The term e-Science
is applied to these techniques when applied to the sciences. In this report we use the term e-
Science.

There are challenges, however: these same technology changes put the very data they create
and use at risk, and raise serious and complex issues of strategy and policy regarding its
creation, management, and long-term care — its curation — for which top-level responsibility
urgently needs to be adopted to protect and further UK research.

Our study examined the current provision and future needs of curation of primary research
data in the UK, particularly within the e-Science context. At a strategic level we found:

1.  Confirmation that the data revolution presents significant challenges and opportunities.
However, our surveys show that the UK is not fully prepared to capitalize on the
opportunities and urgently needs to address this.

2.  Thereis a lack of a government-level, overall strategy for data stewardship and data
infrastructure to which research administrators can refer, still less to support researchers
in their evolving roles and duties with regard to data curation.

3. Existing data centres are usually supported by sponsors whose primary funding focus is
research projects.

4. The current short-term funding models for the provision of curation are antithetical to its
long-term nature and needs.

5. There will be an exponential increase in data volumes from e-Science over the next
decade as planned new scientific instruments and experiments come on stream.
However, to benefit fully from this major investment, further action is needed to support
the curation of the data that will be generated.
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6. Not all primary research data needs to be retained or has long-term value. Its potential
value for generating new research will vary, and the level of investment in the curation
of datasets therefore needs to be identified and graduated accordingly.

At a policy level we found:

7. Provision of curation is patchy, and more advanced in some disciplines than others; the
basic life sciences, and “big” collaborative sciences such as particle physics and
astronomy are examples where provision is most advanced.

8.  Where retention and curation of primary research data is a requirement set by funding
bodies, the majority of researchers surveyed stated this requirement was not funded.
Where guidance is provided, researchers frequently felt that it was out of date or
inadequate.

9. Awareness of the issues - particularly data longevity difficulties - is generally low
among researchers. Consequently the good practice needed to assure data longevity is
rare, putting valuable resources at risk.

10. For curation to be effective the researcher needs to be engaged in the curation of his or
her own data, working in partnership with curators. But few incentives or procedures
are in place to ensure that this engagement is achieved.

11. Whilst practice and experience in curation is increasing rapidly, areas of curation are
still in a research and proof-of-concept phase. Much research and practical, exploratory
activity is being undertaken in the UK, and its quality is world-class.

12. The data revolution raises many issues of trust which must be addressed before data-
based research can flourish — issues of security, confidentiality, ownership, assured
provenance, authenticity, and data and metadata quality.

13. There is little interaction and sharing in curation experiences between science-based
industry and the academic sector. Within the next decade the curation of digital content
and data is likely to be critical to science- and engineering-based industries and to
knowledge-based economic activity.

Based on these findings we set out our major, strategic recommendations in the list overleaf.
Our report details further specific recommendations within the body of the report, where we
also outline proposals for the organisational structuring of curation provision and provide a
table showing which recommendations address the findings summarised above.

These recommendations cross organisational boundaries and span organisational levels.
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A3

A4

A5

A6

AT

A8

A9
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Strategic recommendations

Strategic-level advocacy for data curation is needed and should be assigned
to a respected and influential champion so that strategic objectives are clearly
articulated, to set the UK’s curation agenda over the medium term, and to
enhance the UK’s standing, contribution and opportunities in this area.

A curation task force made up of curation experts, practising researchers and
research administrators should be established to inform and guide this
agenda. This task force should work closely with and inform the work of the
new UK Digital Curation Centre.

The mismatch of short-term funding against the long-term needs for data
retention needs to be addressed by providing new specific, long-term funding
stream(s) for data centres and curation, thus ensuring that there is a strategic
approach to data stewardship which addresses holding information
indefinitely, makes it widely available and encourages cross-disciplinary
usage, including linking to other digital information.

Funding bodies should consider supporting research-led exemplars of
curation to demonstrate and promote the benefits of curation for new
research.

Our findings endorse the need for the Digital Curation Centre and we
recommend its establishment as part of a national provision for data curation
in the UK.

Criteria need to be established to determine what data we should keep, why
and what level of curation is appropriate, together with mechanisms to
monitor, validate and to modify them with accumulating experience.

A programme of activities, both national and international, should be initiated
to promote incentives which will foster a scientific culture of engagement in
data care.

Educational materials, guidelines and policy documents for researchers need
to be developed and publicised.

There should be increased investment, knowledge transfer, and cross-sector
partnerships with knowledge-based and science and engineering industries to
capitalize on UK expertise in data curation. This should be led by the DTI.

Investment should be strengthened in those areas of curation research which
will enhance data re-use; in particular we recommend focusing on those
areas of research needed to establish trust in curated information.
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It is our view that, as the highest priority, responsibilities should be assigned for the
strategic recommendations. Following feedback from JCSR, the following responsibilities
for taking actions are recommended:

Al

A2

A3

A4

A5

A6

AT

A8

A9

Al0

Action to be taken by:

e-Science Core Programme to follow up with the RCUK.

JCSR should take responsibility for establishing a Curation Task Force which
could inform the strategic implementation of the digital curation agenda.

HEFCE and OST.

The production of research-led exemplars of curation could be co-ordinated
by the new Digital Curation Centre.

The Digital Curation Centre is now being established, managed by JCSR.

These recommendations are the responsibility of the Research Councils and
should be included in the paper which will be presented to the RCUK at a
future meeting.

The Digital Preservation Coalition and the Digital Curation Centre.

e-Science Core Programme and Research Councils.

e-Science Core Programme to follow up with the DTI.

As for A2 above.
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Introduction

This report examines the current provision of, and future requirements for, the curation of
digital primary research data generated in academic and scientific research in the United
Kingdom, with a focus on data enabled by “e-Science” — that is, data-intensive, computing-
intensive, collaborative, dispersed.

Increasingly digital data is a vehicle for new discoveries. We can re-use it to extract
additional value or simply avoid duplicating existing work. Digital technologies enable
sophisticated collaboration and sharing within and between disciplines (where some of the
most fruitful work lies). Proper retention of digital data is essential to demonstrate validity,
and for respect of legal and ethical values. Digital data is already part of the history of
science.

Observation and data underpin, validate and feed research activity. We now have
unprecedented ability to observe and to record, from the sub-atomic particles to far galaxies.
Models and simulations yield predictions and discoveries in every area of science.
Computing power and telecommunications advances increase the volumes and reach of the
digital data generated.

The current absolute volume and the rate at which digital data are increasing are astonishing.
An estimate” in 2000 put the annual production of information to be 1.5 exabytes (1.5x 2% or
1.5x10"® bytes), of which only 0.003% was in printed form. Research is a formidable
contributor to these figures; examples are legion, the most commonly quoted perhaps the
petabytes (2% or 10* bytes) to be generated annually by the Large Hadron Collider when it
comes on stream (and this is the consolidated value after raw data capture at rates up to 1
Gigabyte per second). A few other, more mundane examples from international science

based in the UK emphasise the point:

e The EMBL Nucleotide Sequence at the EBI in Cambridge has tripled in size over
eleven months; the database is of the order of terabytes (2*° or 10 bytes)

e The European Centre for Medium Range Weather Forecasting (ECMWF) in Reading
has about 330 terabytes, increasing at some 0.5 terabytes per day

o UK social science data holdings exceed one terabyte, more than doubling since
1995.°

We are moving into an era when exabytes of data and petaflops of computing power will not
be thought extraordinary. There is a deluge® of data, in particular coming out of and used in
primary research. While absolute volumes of data are increasing exponentially, the number

* Layman, P. and Varian, H.R., 2000; see also update at
http://www.sims.berkeley.edu/research/projects/how-much-info-2003/execsum.htm

% From Hey, T. and Trefethen, A, 2003
® Hey, T. and Trefethen, A, ibid.
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of digital “objects” is increasing, and the objects themselves are heterogeneous and increasing
in complexity.

The ways of performing research are changing in response to these developments: data-based
research is becoming more important; there are drives for more data sharing, collaboration
and cross-disciplinary work, much of it international. The development of Grid technologies’
supports and drives the trend; in the UK the e-Science initiative® coordinates responses to it.

These challenges raise questions of curation of data for the Research Councils and higher
education sector, which this report has been asked to address. The UK government invests
some £7 billion annually in scientific research and development across all government
departments; the UK’s e-Science budget for 2001-2006 will total £213 million. Excellent
digital curation is an opportunity to convert a proportion of these expenditures into capital in
the form of an efficient, rich knowledge base, which itself supports and generates new
science. Our report is presented in the belief that it can contribute to this agenda.

" Foster, I. and Kesselman, C. 1999

8 See: http://www.research-councils.ac.uk/escience/
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Methodology and work performed

The objectives of the data-gathering stage of this study were to audit current provision for the
curation of primary research data in higher education and e-Science and to identify future
curation requirements. To do this, we:

a) Carried out desk-top research examining literature referred to in the JCSR call for
proposals and further sources identified by the authors. A list of references is
provided in section 8.4 of this report (not all are cited in the text).

b) Administered a series of questionnaires addressed to researchers creating data, data
centres, libraries and providers of information, IT service providers, and to policy
makers. The detailed findings from the questionnaires are set out in Appendix 3.
The questionnaires themselves are reproduced in appendix 4.

¢) Conducted face-to-face interviews with experts and researchers. We consulted some
40 individuals formally and at length. Appendix 1 provides a list of the
interviewees. We also spoke to many others informally.

During the study Professor Tony Hey, Chairman of the JCSR, asked the Digital Archiving
Consultancy (DAC) to assemble a task force for a meeting to brainstorm the question of
strategy for digital data curation. This forum met in late November 2002 and provided further
valuable insights into current provision, future vision and requirements. A report® of the
meeting was distributed in January 2003, and is included here in appendix 2.

The authors also attended the Medical Research Council’s Archiving Horizons day, organized
by Dr Peter Dukes and his team, exploring data sharing and preservation issues, with a
particular focus on the epidemiology community.

In conducting the study we looked beyond the scientific environment, referring to relevant
experience in the arts and humanities, administration and the private sector. (The term
“science” or “scientific” is often used in this report in a wide sense, as in knowledge (or the
German “Wissenschaft”), rather than just the physical and natural sciences.)

Work on this study began in mid September 2002 and was overseen by a steering group
comprising Neil Beagrie of the JISC, Dr. David Boyd of CCLRC, Dr. Fred Hopper of NERC,
and Professor Alan Rector of the University of Manchester, who all gave expert and valuable
guidance. Data was collected in the winter of 2002 to spring 2003. The Digital Archiving
Consultancy team is set out in appendix 6, the terms of reference in appendix 5.

In presenting our findings in the following chapters we have treated these on an issue-by-issue
basis, rather than presenting separately the results of each activity described above, to avoid
repetition and excessive cross-referencing. All views expressed to us have been anonymised.

® Macdonald, A. and Lord, P., 2003.
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2.1 Working definitions

This is a relatively new field, and terminologies are not yet stable. For this paper we used
working definitions of three key activities: “curation”, “archiving” and “preservation”.

Curation: The activity of, managing and promoting the use of data from
its point of creation, to ensure it is fit for contemporary purpose, and
available for discovery and re-use. For dynamic datasets this may mean
continuous enrichment or updating to keep it fit for purpose. Higher levels
of curation will also involve maintaining links with annotation and with
other published materials®®.

Archiving: A curation activity which ensures that data is properly
selected, stored, can be accessed and that its logical and physical integrity
is maintained over time, including security and authenticity*.

Preservation: An activity within archiving in which specific items of data
are maintained over time so that they can still be accessed and understood
through changes in technology.?

Thus, very broadly speaking, these are terms of increasing specificity in this context:
preservation is an aspect of archiving, and archiving is an activity needed for curation. All
three are concerned with managing change over time.

2.2 Conventions

We indicate recommendations at appropriate points in the text by placing these as follows:

Recommendation A99: We recommend that . . .

Recommendations are numbered in two series: the “A” series are our main, strategic
recommendations, and the “B” series are less urgent and of a more tactical, detailed nature.
Numbering of the “A” series reflects ordering in the executive summary; the “B” series is
numbered by position in the full text. All are listed in section 8.3.

Quotations and similar materials are shown thus:

Text in this style indicates a quote or highlight.

19 Further discussion of the term curation is provided in chapter 5.

! The term archiving has widely varying professional use. The definition used here is closest to that
used by traditional archivists. However, computer scientists often use the term to refer to professionally
managed storage without the selection, authenticity, and preservation tasks included here.

12 Elaborated by Hedstrom, M., 1998, and quoted in Cedars, 2002a and 2002b, as “the planning,
resource allocation, and application of preservation methods and technologies necessary to ensure
digital information of continuing value remains accessible and useable”.
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3 RATIONALE

3.1 Why archive and curate primary research data?

In the research context of our report, major reasons to keep primary research data include:

¢ Re-use of data for new research, including collection-based research to generate new
science.

+« Retention of unique observational data which is impossible to re-create.
e More data is available for research projects.

+« Compliance with legal requirements.

Ability to validate research results.

Use of data in teaching.

For the public good.

5

S

7
0.0

Some of these benefits may arise indirectly, rather than as the result of deliberate policy®.
Indirect benefits include the provision of primary research data to commercial entities, and
use in commercial products.

The following quotation®®, talking here about human genome data, provides one illustration of
the breadth of potential for data re-use:

“... these data [....] will be used for both diagnosis and prognosis. They will
be analyzed for contextual effects on the frequencies of mutation. They
will be used to study the origin and dispersal of human populations. They
will be used to study the relationship between protein structure and
function. They will be used by molecular biologists, forensic scientists,
epidemiologists, demographers, public health personnel, population
biologists, genome mappers, medical students, insurance companies,
providers and servers of diagnostic tools, drug designers and the general
public. There will be other purposes and users, as yet not imagined.”

The curation of data will help maximize the potential of data, facilitating research, increasing
its quality, extending the knowledge base through annotation, links and visibility.

However, without perception of benefit, digital curation could stay grounded - yet benefit can
only be demonstrated by actually “doing” digital curation over a sustained period of time.

3 The document prefacing the Proposal for a Directive of the European Parliament and of the Council
on the re-use and commercial exploitation of public-sector documents (European Commission, 2002,
Brussels.) states, “The new information society technologies have led to unprecedented possibilities to
combine data taken from different sources and create added-value products”. The report quotes an
attempt at quantification in Pira International’s 2000 report on “Commercial exploitation of Europe’s
public sector information”, estimating the economic value of public-sector information in the European
Union at around €68 billion.

% Michael Ashburner, writing when head of the European Bioinformatics Institute, and with
acknowledgement to Jim Ostell.
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Recommendation A4: Funding bodies should consider supporting research-led
exemplars of curation to demonstrate and promote the
benefits of curation for new research.

It would be possible to track and provide some measure of the benefits of data retention and
curation noted above (those marked +¢), and we discuss measurement in chapter 8 below.

Recommendation B1: Measures to quantify direct and indirect benefits from
curation should be developed.

Without some quantification as to the size and type of resources entailed, and their timings
and spans, it will not be possible for policy makers and funders to make informed resource
allocation decisions.

Data is an output. A basic reason to keep the data is that it has been produced in the first
place, often at considerable expense’>-, generating and collecting data costs billions, whether
pounds, dollars, or euros. Some data collected is unique and non-reproducible, which
suggests we have a responsibility to keep the data, which in many cases is already recognized
in mandates to bodies such as the NERC, with some holdings stretching back over centuries.

The diagram (Figure 1) summarizes a current Research Council support cycle, setting out the
inputs, process and outputs as seen in 1999. Although these structures are now (December
2003) under review and may change, it shows data is now a significant element in the
“knowledge and understanding” output, and should be recognized as such.

Figure 1: Inputs and outputs in the Research Council grant cycle

A Research Council Grant Support Cycle

Input Process

Curated

knowledge
Adie &
temding

e DEsemination Impraved
- Ugy.-l B Innovation production
Communities & prafit

Evaluation

|dantified L

priorities d """-.._

- CT Improved

L B health &

HE quality of life
Infrestructure o

t ! g

Source: The Siotechroiogy and 8iological Soences Research Counol Simfepc Pian T900-J00

%5 professor Cameron, European Bioinformatics Institute, quoted in European Commission Working
Paper: Workshop report on managing IPR [intellectual property rights] in a knowledge-based economy
— bioinformatics and the influence of public policy. Rapporteur Stephen Crespi, November 2001.

The Digital Archiving Consultancy: e-Science Data Curation Report — 2003



15

Our gquestionnaire findings show that scientists believe that a high proportion of primary
research data generated can be re-used:

Table 1: Which of your digital data will be of value or use after the end of your

project(s)?
Yes No
Primary data 79% 21%
Summary / derived data 90% 10%
Published data 94% 6%

A subset of these respondents gave some indicators as to the nature of this value, indicating
that the primary value lies predominantly in future scientific worth and scientific validation,
with commercial value and historical value also mentioned™.

3.2 Curation serves government objectives

Overall, “the Government sees science, engineering and technology as critical to our success
as an economic power and to improving the quality of our lives, whether it is our health or the
environment”, in the words of Lord Sainsbury of Turville, Minister at the head of the Office
of Science and Technology. Referring to the biotechnology sector in particular, the
government sees one of its roles in this context as “creating the right environment for the
sector to grow and prosper - to give those — the scientists, the entrepreneurs and the investors
—who create the wealth the best environment in which to work.” Curated databases are a
critically important part of the sector’s resource and investment — and it is surely positive for
UK industry that several international databases are based here in the UK.

In our literature review we looked at strategy and policy documents of the DTI, OST,
Research Councils, Higher Education Funding Councils, and more. Digital curation supports
almost all objectives and priorities set. In several cases, data storage, data collection, and
curation are specifically named as priorities (by the BBSRC, MRC and NERC).

Digital curation supports all four of the research objectives listed in the DTI’s current Science
Budget Strategic Objectives, in particular RO4:

16 See Appendix 2
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Table 2: DTI science budget and curation relevance

Relevant Science Budget 2003-04 to 2005-06:

v RO1. To continue to improve the excellence, relevance and impact of
the knowledge created from Research Council-funded programmes.

v RO2. To increase research capability and international competitiveness
of the UK in new strategic areas.

RO3. To increase the dynamism and flexibility of Research Council

v programmes to respond to changing requirements and opportunities,
and to support effectively multi-disciplinary research, new researchers
and higher risk research proposals.

RO4. To maintain access for scientists working in the UK to the
v necessary major facilities, databases and supporting laboratory
infrastructure that will enable them to deliver world-class research.

Digital curation also supports the Knowledge Transfer Objectives in this Science Budget. It
is relevant to two of the four funding and policy commitments announced in the Treasury’s
“Investing in Innovation” document:

e “Measures to put UK university research on a long-term sustainable footing,
e Increased funding to further improve the exploitation of the knowledge and
technologies generated by research in the science and engineering base.”
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4 Current situation and provision

“l have data files from projects from years ago which are on disks | no
longer have a drive for on computers | no longer have access to or are no
longer made or the software/operating system changes would make it
extremely difficult to access any more. There are also problems that the
nature of research work means a lot of short-term researchers over the
years and a difficulty for a principal investigator to always keep definitive
copies of all data plus backups. Also as Pls move around and collaborate
with many people in other organisations it is pretty difficult to go back
more than a few years with confidence that data will be adequately
archived.”

Questionnaire response (professorial)

In general, primary research data is generated within three different time and funding frames:
as (a) short-term projects (up to five years; the mode is three years), (b) longer-term large-
scale projects, or (c) open-ended data collection. Types (b) and (c) are generally
collaborative and have an international component. The publicly funded scientific research
generating this data is conducted in the UK in higher education institutes and research or
other specialist institutes. Most come under the education departments (the HEIs via the
HEFCE) and the DTI - the seven Research Councils report to the Office of Science of
Technology; they cover broad scientific streams and provide funding and strategic direction
for their research establishments. The Research Councils also fund research in universities
through grants and programmes. Charities (in particular the Wellcome Trust) fund a
significant percentage of research as well (see Figure 2 below™").

Figure 2.

Sources of research income for English higher education
institutions 2000-01

UK charities
£462m

Total
£2,693m

UK central government/local health
and hospital authorities

£290m

Research councils
£581m

UK industry
£215m

Other grants and contracts
£265m

HE funding bodies
£880m

Source: HESA Finance Statistics Retum 2000-01

The range of funding stakeholders also includes trans-national organizations.

Facilities, structures and provision for the collection and archiving of digital research data
vary between and within Research Councils and institutions. While there is contact and
consultation between digital archive providers and research council officers at managerial
level, there has been very little high-level formal collaboration between Research Councils

" Higher Education Funding Council for England Annual Report 2001-2002
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with regard to primary research data, with the exception of the initiatives taken within the e-
Science Core Programme. A recurring theme during interviews was the lack of overall policy
to direct the issue of digital curation in the UK. This lack is reflected in feedback from the
ground in comments from less senior researchers and from the questionnaire surveys: people
do not have a clear view of what they need to do to archive their data and are seeking
direction.

Recommendation Al: Strategic-level advocacy for data curation is needed and
should be assigned to a respected and influential champion so
that strategic objectives are clearly articulated, and to set the
UK’s curation agenda over the medium term, and to enhance
the UK’s standing, contribution and opportunities in this area.

Recommendation A2: A curation task force made up of curation experts, practising
researchers and research administrators should be established
to inform and guide this agenda. This task force should work
closely with and inform the work of the new UK Digital
Curation Centre.

Current provision for the care of and access to the primary data generated in research varies
considerably, with some Research Councils providing data repositories, where in a few cases
data submission is a requirement of funding, for example, ESRC and NERC. JISC itself
funds national services or co-funds data archives (for example, MIMAS, EDINA, co-funds
AHDS, and the proposed DCC.); in other domains the UK contributes to international
repositories (CERN, for example). In other areas cupboards, drawers, and departmental
servers were among the more common repositories we encountered during our study.

Our findings confirm that a considerable proportion of primary research data, some important,
is at risk, going to waste or decaying for want of resources in the form of time, awareness, and
tools.

4.1 Repositories, existing curation activities

University-based centres

There are five university-based data archiving centres in the UK, none of which specifically
focus on scientific information (in the natural sciences sense, though the UK Data Archive
(UKDA) takes in population data sets from the MRC, which includes confidential medical
data). These are the UK Data Archive based at the University of Essex, and the Arts and
Humanities Data Service (AHDS) which has a central management unit at Kings College
London and five distributed discipline-specific satellites. The University of London Computer
Centre (ULCC) has a unit with archives data, but this is mainly public-sector data (such as for
the National Archives, formerly the Public Record Office).

The ESRC’s Economic and Social Data Service (ESDS) is a new national data service that
came into operation in January 2003. Based at the UKDA, ESDS has been established as a
distributed service, based on collaboration between UKDA, the University of Essex’ Institute
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for Social and Economic Research, MIMAS (see below), and the Cathie Marsh Centre for
Census and Survey Research at the University of Manchester. It aims to promote and
encourage data usage in teaching and research.

The UKDA and AHDS are examples of digital archives which manage collections of digital
resources, taking preservation actions on individual resources within the collections as and
when desirable or required. Most data centres we encountered during this study fell into the
other, unitary category, however, where they provide a gateway into one resource (though
these may have their own internal partitions). At these data centres preservation is usually
limited to ongoing maintenance of a database which is upgraded as technologies are
upgraded, and digital contents upgraded to cope with changing needs of presentation and
dissemination. A third category are those dynamic databases which are continuously
curated, such as SWISS-Prot.

MIMAS in Manchester University and EDINA in Edinburgh University are examples of
JISC-funded centres which provide access to data and publications from third parties.
EDINA staff has been looking into best practice for identifying the locus of archival
responsibility for the various resources it hosts, although it does not hold archival
responsibility for these. MIMAS at Manchester hosts a range of data sets and other resources
— socio-economic (some in collaboration with the UK DA), scientific, spatial datasets.
Another, non-archive service at Manchester, CSAR (Computer Services for Academic
Research) operates an interesting charging system, whereby Research Councils make
allocations to users in “generic service tokens” which can be exchanged for service provision,
but these can also be traded within a trading pool as users’ requirements change.

Science and technology research councils

The BBSRC’s Bioscience Information Technology Services (BITS), located at the BBSRC
Rothamsted site, is the common service provider of IT services for BBSRC-supported
institutes. This includes a repository service and a central purchasing facility. In addition to
the technical IT services, BITS has a small scientific applications team So that customers
know exactly what BITS is costing, BITS splits its charges into service level agreement
charges and standard charges.

Within units with BBSRC sponsorship, the availability of resources for curation of data,
including genetic databases, is mixed. One scientist noted that there are databases of high
value to the research community which need curation (in the form of annotation by expert
scientists inter alia), but this has to be done by staff, already stretched, in their own time. The
longer such curation work is left, the less useful the databases become.

On the science side, the Council for the Central Laboratory of the Research Councils
(CCLRC) - one of Europe’s largest multi-disciplinary research support organizations —
operates several large-scale scientific facilities for the UK research and industrial community.
This includes extensive data-centre provision in its role as a service provider to the academic
community, at the Rutherford Appleton Laboratory and the Daresbury Laboratory. It is
developing a curation capacity within this infrastructure. Its data centres hold many terabytes
of data, also providing archive and back-up, for its own researchers and on behalf of
researchers funded by other Research Councils, such as PPARC and EPSRC (which do not
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have their own repository facilities). The advent of new instruments such as the Diamond
synchrotron and the Large Hadron Collider project will require CCLRC to cater for tens of
petabytes of data in the next three to four years, for which it is planning.

The EPSRC acts as a funding body and has no data centres of its own.

The MRC has local data centres within units, servicing local needs. These include several
genetics units, such as the Human Genetics Unit in Edinburgh. This is the home of the Mouse
Atlas, a curated functional genome database. This came on line in December 2002, so is a
recent curated database arrival. It is currently funded by a five-year MRC programme,
continuing to fund the database whose original development the MRC funded. Curation is
carried out by a team of four, three scientists and one IT support person. Customers are the
biological research community, expanding to the pharmaceutical sector; the database has
been online since December 2002, and by February 2003 it was receiving some 380,000
“hits” per month (of which about 20% are believed to be from robots).

NERC has seven designated data centres, and a very large number of other data sets under its
responsibility. It has a substantial budget for its data centres of £5 million per annum; it
recovers some £2 million per annum through the provision of data and services outside the
academic community. This budget exceeds that for many comparable organisations. As
noted earlier, it also has responsibilities as a centre of legal deposit (for example, borehole
cores obtained in the UK). Some NERC data centres’ provision is supplied by third-party
suppliers, such as high-performance computing centres. Data and data policy implementation
is delegated to the seven designated data centres (the Antarctic Environmental Data Centre,
British Atmospheric Data Centre, British Oceanographic Data Centre, National Geosciences
Data Centre, National Water Archive, Environmental Information Centre, NERC Earth
Observation Data Centre).

PPARC’s involvement in “big” international projects has use of international facilities such
as CERN. In terms of volume, particle physics already produce data sets of several hundred
terabytes per annum. The experiments overtaking these data sets will come from the Large
Hadron Collider (‘LHC’) in 2006, after which data sets of several petabytes per annum are
expected from 2007. Astronomical data sets are also growing, with the advent of new
telescopes taking volumes up to several hundred terabytes per year. Collaboration, national
and international, is a major feature of both these areas.

Major e-Science applications being developed by PPARC-funded work are data grids and
computational grids. The Astrogrid project, for example, is aimed at building a data grid for
UK astronomy, forming the UK contribution to a global “Virtual Observatory”. The long-
term vision is one of a framework which allows data centres to provide competing and
cooperating data services. Astrogrid will enable a consortium of UK data centres and
software providers, pooling resources, storage and computing facilities. This was the one area
we surveyed where actual storage represented a recognized major cost — unsurprisingly, given
the volumes. (In general institutions and universities use computer clustering as opposed to
“big iron” — very big, expensive computer storage boxes — to process and hold data.) It has
been estimated that “data archival and processing costs at a “tier-1” LHC centre will be some
£30 million over the next decade in the UK. It was noted that, while individual media costs
fall, encouraging a continued shift away from the traditional bulk storage media (magnetic
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tape, for example), this entails direct access solutions, which “will tend to slow the fall in the

real cost of data storage™®,

We found that e-Science project repositories are at an early stage, as the actual repository
phases are placed at the latter end of projects, with the earlier phases concentrating on
metadata and metadata schemas in particular, primarily in collaboration with CCLRC’s
Daresbury team. This was the case for example for the e-Science project based at the
National Institute for Environmental e-Science in Cambridge. This e-Science project focuses
on simulation data, including the archiving of that data. They have yet to reach the stage at
which they need to consider where and how they would house the repository; they would like
to see “a sort of “corporate” model, a national centre which would help them set up
repositories”.

Policies and practices

NERC has instituted policies to encourage sharing and curation, backed-up by a requirement
for NERC funded researchers to offer datasets to an appropriate NERC data centre. The
MRC has drafted a policy on data sharing and preservation; this will require grant applicants
to set out their plan for the sharing and preservation of the data they will generate in their
project. The ESRC has a policy of requiring grant-holders to offer data for deposit with the
UKDA,; the UKDA evaluates requests and accepts some 50% of them; if rejected there is no
further obligation on the grant holder. The UKDA has an accessions committee which forms
an opinion on criteria which include technical fitness for take-up (in which the cost of
accession is also a factor), making a judgement as to future value and use. The AHDS applies
similar criteria for potential acquisitions to its collections. (with copyright complications an
additional criterion).

Table 3 summarises some of the practices and policies of two university-based data archiving
organisations to whom we spoke:

'8 professor lan Halliday, paper supplied to authors.
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Table 3: Practices and policies of AHDS and UKDA

Issue AHDS UKDA
Length of time data is Indefinitely Indefinitely
kept.

Volumes Terabytes Terabytes

A particularly large
resource expected soon,
with regular additions.

Dynamic datasets
catered for?

Yes, a few.

They are “problematic”.

No. But would be
intellectually interesting to
explore this.

Metadata collection.

Determined by subject
specialists in collaboration
with depositors.

Determined by subject
specialists in collaboration
with depositors.

Data copies kept.

At least three.

The original is always kept.
A “migration copy” is made
and to which preservation
actions are performed.

A dissemination version is
used for delivery (not
preserved).

At least four.

One copy is stored off-site.

Software archived with No. No.
data? w
A can of worms.
Something for the Curation
Centre?”
Courseware? No. No.

But do hold some other
learning resources.

“Likely to be a nightmare”

Consultancy services?

Yes

Yes

Advertise the services

Yes, in the designated
community.

Yes, in the designated
community.

Charges for access

No. Free at point of
access.

Charges are made to
commercial users,
otherwise free for academic
use.

4.2 Funding and costs - the repercussions
Table 4 summarizes the AHDS’ and UKDA’s funding position in 2002,
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Table 4: Archive funding positions

Annual Number Current funding Funding sources
budget of staff window
AHDS £1.0 million 25 To 2005 AHRB (50%)
JISC (50%)
UKDA £1.5 million 50 To 2005 ESRC, JISC, University
of Essex

Our analysis of costs in various repositories showed consistently that staff costs represent
between 69% and 82% of the “total” — though we found that in many cases the “total” did not
include all costs, as some infrastructure costs were absent, not visible because of cross-
subsidies. Telecommunications represent a considerable portion of cost, and the largest item
in BITS’ standard charges.

Data centres noted that static funding over the period of their funding cycle (excepting
inflation increases) is a problem, since the volume of work is increasing with continued
uptake and more materials already held requiring preservation actions. It was suggested by
more than one interviewee that the problem was really one of the academic funding structure
overall, being based on the short term and inherently poorly guaranteed continuity, and the
question could only be resolved at the DTI level. A project leader of a curated database
would like to see a mechanism whereby funding for such databases can be sought on the basis
that they provide a community service, rather than research. We discuss this at greater length
in the following chapters.

The cost profile of any long-term data store is for a large peak at the time of accession, when
decisions are made, data prepared, possibly reformatted, metadata added, indexing provided,
and data loaded; further peaks are seen when data is subject to reappraisal and/or
preservation actions; as indicated above, a further peak is found when data is deleted. (The
profile is different for repositories where curation is continuous.)

Both the UKDA and AHDS reported that deleting information is more expensive than simply
keeping it, since at the current time the cost of storage is low and deletion (changes to indices,
metadata and databases) would incur systems and staff overheads. Until this balance changes,
disposition will probably take the form of passive cessation of further curation or preservation
work. Both organizations operate accession policies in which cost reduction is a factor.

For some services, their level of funding meant that they were unable to encourage further use
of their holdings by a wider user community — a curation point we develop in the following
chapter. The question was raised whether data centres should not apply a disclaimer when
providing data, as units do not have enough staff at the moment to do validation of the quality
of the data they receive. Another practitioner noted an unexpected problem: they have to
handle blame for problems inherent in data sets which properly should be addressed to the
data originators. The two last points highlight the fact that curation begins at data generation
stage.
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Recommendation B2: Clear terms of reference regarding the limits of data
validation are needed for repositories.

University-based research projects see a high turn-over of staff, including during the life of
projects. This is the nature of research — staff move on, post-graduates in particular. For data
preservation and curation, however, this is an additional problem and risk, as these people
take knowledge about data (content, context, technical) with them. Some areas are less
vulnerable than others, where good practices are driven by habits or by the nature of the work
they are doing (epidemiologists, astronomers for example). The loss of tacit knowledge was
an area of particular concern for several interviewees, including the most senior. Nowhere
did we meet any systems or procedures which addressed this problem.

Recommendation B3: Methods to capture tacit knowledge need to be researched
and then introduced, particularly for staff moving off
projects.

The short term affects provision for primary research data in other ways. Firstly, materially,
in terms of continuity of provision. Another frequent manifestation was change of location of
services, which was felt by users as disruptive and creating extra work during transitional
periods.

Funding for data repositories is signed off in three- or five-year cycles. This is the case for
example for the UK Data Archive, the NERC data centres (including centres of required data
deposit), European Bioinformatics Institute databases (which receive half a million “hits” a
week), or the Mouse Atlas database. As the managers of these facilities themselves all
confirm, they are happy to be subject to regular performance or other review. Feedback from
interviewees and questionnaire respondents, however, noted that the short-term nature of
funding equals an uncertain future, which also affects staffing.

Recommendation A3: The mismatch of short-term funding against the long-term
needs for data retention needs to be addressed by providing
new specific, long-term funding stream(s) for data centres
and curation, thus ensuring that there is a strategic approach
to data stewardship which addresses holding information
indefinitely, makes it widely available and encourages cross-
disciplinary usage, including linking to other digital
information.

4.3 Hybrid repositories

Many of the data centres are also repositories of physical samples — seed banks, geological
cores, tissue samples, etc. While management of links between these holdings, paper archives
and digital records was not regarded as a problem - and indeed, examples we saw were
impressive - several interviewees stressed the importance of maintaining the links.
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4.4 Digital Curation Centre

Our consultation with scientists and researchers firmly endorsed the need for generic support
in the area of digital curation.

In early 2003 the go-ahead was given to establish during 2003 a Digital Curation Centre
(DCC) to:

e Establish a vibrant research programme into the wider issues of data curation;

e Become an international centre for developing tools and techniques for long term,
secure data curation;

o Develop a reliable, sustained repository of generic tools, software, and
documentation, to support curation, preservation and use of digital resources;

o Develop testbeds and certification for systems, tools, and curation services;

o Pilot development of services for recording and monitoring file formats and
preservation planning tools utilising these services;

e Establish a close relationship with JISC and Research Council funded services and
repositories and the relevant HE community;

e Provide advisory services on curation ‘best practice’ and to be pro-active in raising
awareness of curation issues;

For the first three years this will be jointly funded by JISC and from the e-Science
programme. A business plan for continued financing of the centre beyond the initial three
years is to be developed by the DCC. It is hoped that the DCC will provide common support
services for data curation to the whole sector. Awards for the operation of the DCC will be
the subject of a tender process during 2003.

Recommendation A5: Our findings endorse the need for the Digital Curation Centre
and we recommend its establishment as part of a national
provision for data curation in the UK.

4.5 Libraries

A central premise of the Follett report™ a decade ago (1993) was the shift in emphasis in
academic libraries, away from the idea that their essential role was provision of physical
holdings and towards the concept that a library provides access to information, not necessarily
within its own collections. There is a move towards access rather than holdings. One
interesting example is the Edinburgh Engineering Virtual Library which “has demonstrated

% Follett, Sir Brian, 1993
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the need for and value of structured information gateways to networked information”%;

another in the commercial sector is GlaxoSmithKline’s Research & Development
organization, which replaced its physical libraries with virtual libraries.

Funded programmes followed the Follett report, with experiments for online journals,
cataloguing programmes which sought to penetrate and describe scattered and under-used
subject and special collections of national importance, all contributing to better disclosure of
resources.”* We note several parallels between the Follett libraries report and the digital
curation situation. One example is the difficulty in distinguishing costs, another is diminution
of local use of collections: when academic focus moves on and away from the topic area, the
materials are more likely to languish. Local priorities change, but the importance of the
materials generated there in the past may actually grow. For digital data, this represents risk.

There is an increasing trend for universities to bring IT and libraries under one umbrella.
While this would perhaps tend universities to see digital curation as the responsibility of the
merged, information services entity, responses did not indicate that the situation is or would
be clear cut.

We heard conflicting opinions regarding the role of libraries (and the university libraries in
particular) in curating primary research data, both views stated with emphasis. One view is
that they are the natural heirs for data, and that their role should adapt to acquire necessary
technical skills to enable them to become custodians of data; they were already skilled
practitioners at organising information and disseminating it. The opposing view was that they
are stuck in a mindset which does not make them able to adopt this role in the near future and
they currently lack some of the requisite skills, such as IT, and that they may also lack the
necessary imagination to change.

In practice the organisational focus of curation may be a local implementation depending on
local circumstances and skills. We would argue that the role of researchers and discipline
specialists remains at the heart of curation, but many different professional skills including
those of librarians and IT providers will also need to be brought to bear on the curation
process.

Journals

In many cases, primary research data relates to secondary and tertiary materials, often
published papers. At the moment, these publications are generally one of the major sources
of reference to the primary data. It is essential that links between primary and secondary and
tertiary materials exist and are persistent. There is research work being done in this area,
such as that by Professor Reagan Moore in San Diego and the work on unique digital object
identifiers; this may be an area for the Digital Curation Centre, the JISC Information

20 peter Fox, Cambridge University Librarian, in his introduction to the new Betty and Gordon Moore
Library in Cambridge, 2001.

2L An interesting example is the Cairns (Co-operative Academic Retrieval Network for Scotland)
project (cf Appendix 3). This is just one example of the many initiatives relevant to the digital curation
field as examined.
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Environment, and the Research Grid. It should be the curator’s responsibility to ensure that
these links are in place and are persistent, and that his collection has the tools and systems to
support link persistence. At present, there are no consistent, standard or formalized links
between publication and underlying datasets. For instance, the work that is being done on
URIs* and DOIs® (uniform resource indicators, digital object identifiers) is relevant here.

This also has implications for the persistence of materials referencing the primary data, such
as journals, and implying some responsibility in this respect on the part of the journals. Joint
work will be required between the various parties.

Publishers are realizing the commercial benefits of “deep content databases”. Elsevier, for
example, has said that it intends to maintain electronically archived copies and has entered
into an agreement with the Netherlands National Library®®. However, commercial dictates do
not always align with academic research priorities, with publishers applying different criteria
in their management of archives.

4.6 Digital repository initiatives in the university sector

There are some initiatives emanating from larger universities in the USA which are examples
of institutional libraries finding a role in digital curation; significant among these are the
DSpace® project at the Massachusetts Institute of Technology (with Hewlett Packard), the
CalTech Library System Digital Collections®, and Lockss?’ (Lots of Copies Keeps Stuff
Safe) at Stanford.

The DSpace system has adopted an open-source policy regarding the underlying software,
and we have heard that over 2,000 copies of this have been downloaded. It is being
implemented in the UK at Cambridge University, and is being widely promoted to higher
education institutes, with questionnaire responses from other UK libraries and IT departments
indicating interest. The Cambridge MIT Institute is involved in the DSpace research and
development programme.

The DSpace system is simple, allowing basic metadata information to be collected. It
supports standard format files. The aims for DSpace are ambitious but are not fully realised
yet for much primary research data. However, in time, it may help achieve the deeper
objectives of digital curation, by enhancing archiving, access and linking to other related
categories of material such as e-theses and e-prints.

%2 See http://www.w3.org/Addressing/

% See http://www.doi.org/

% See:  http:/www.kb.nl/kb/pr/pers/pers2002/elsevier-en.html
%5 See http://www.dspace.org/

%6 See http://library.caltech.edu/digital/

*" See http://lockss.stanford.edu/

The Digital Archiving Consultancy: e-Science Data Curation Report — 2003



28

4.7 Guidelines

We probed to see how far researchers were aware of guidelines to help them with the practical
issues of coping with data retention and good data management. The results are summarised
below in Table 5:

Table 5: Survey — Provision of guidance

Has guidance been Yes No Don’t
provided on: know
Data preservation 44% 48% 8%
Records management 33% 54% 12%
Good data management 44% 50% 6%

Somewhat under half these respondents had received any guidance on good data, records
management and preservation. Cross-tabulating these answers shows a high degree of
correlation between them: provision of one is accompanied by provision of the other and vice
versa; we might reasonably assume that generally they are all referring to the same
documentation or training in the case of the positive replies.

Recommendation AS8: Educational materials, guidelines and policy documents for
researchers need to be developed and publicised.

Provision of guidance materials shows some interesting points in relation to some of the other
questions. Comparing responses on contractual obligations to keep data (see Figure 5 in
section 4.14) with those on provision of guidance on preservation shows that, where there is
an obligation to keep data, some 32% of these report having received no guidance on
preservation. One needs to interpret this cautiously in view of small numbers.

Of the respondents who reported receiving guidance, they quoted as sources of advice (in
order of frequency) their institution, their (host) IT department or its support staff, and then
the funding Research Council.

Where a research council does have guidelines for its staff, setting out policies and procedures
to follow, these were not always seen as helpful.

“ ... we found that the document was really a set of motherhood
statements and that it did not help us to solve the practical and financial
problems of long-term data archiving.”

Questionnaire response
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The Royal Statistical Society has issued guidelines for researchers on the preservation and
sharing of statistical materials, working in collaboration with the UK DA®. This booklet
contains a code of best practice, and provides useful lists of resources.

4.8 Standards

The use of standards is clearly important for data curation. These are numerous, and span a
wide range of issues (e.g. metadata, archival systems, data interchange, records management,
file formats, etc.) and are variously applicable to wide or narrow ranges of disciplines. There
are a growing number of metadata standards for specific fields (an example is 1SO 19115 for
geospatial data). Notable for wide applicability is the Dublin Core metadata set, asserting its
currency for resource discovery in the library and information management community, as
confirmed during this study with the announcement of its status as an 1SO standard®. The
Dublin Core metadata set is basic; CCLRC’s generalized metadata project in development
for the scientific community involves substantially more extensive datasets. The Open
Avrchival Information System (OAIS) reference model for digital archives®! also acquired 1SO
status during preparation of this report. Questionnaire responses revealed a total lack of
knowledge of OAIS and almost total lack of knowledge of metadata tools such as the Dublin
Core.

There are useful guidelines and standards in the commercial sector, notably in the form of the
engineering sector’s STEP standard® and the US Food & Drug Administration’s 21CFR Part
11 regulation, which is accompanied by guidance documents relating to the retention of
digital records®. We also encountered a total lack of awareness of these during our study.

Recommendation A9: There should be increased investment, knowledge transfer,
and cross-sector partnerships with knowledge-based and
science and engineering industries to capitalize on UK
expertise in data curation. This should be led by the DTI.

4.9 Preservation

Since Professor Lievesley’s 1988 report®, the Digital Preservation Coalition®* (DPC) has
done considerable work towards achieving the first of the objectives she identified. Indeed,

%8 Royal Statistical Society, 2002. (with the UK Data Archive)

2% |SO 19115, 2003, Geographic information — metadata.

%150 15836, 2003, The Dublin Core Metadata Element Set

31 1SO DIS 14721, 2003 (OAIS: Reference Model for an Open Archival Information System)

150 10303, 1994, and some 90 related standards for the computer-interpretable representation and
exchange of product data

¥ Food and Drug Administration, 1997 and 2002, currently being revised and to be reissued in 2004.
% Lievesley, D., and Jones, S. ibid.

% See: http://www.dpconline.org/graphics/
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more widely, activity in the digital preservation and records management fields has expanded
massively, to the extent that there are now so many initiatives in the public sector that the
territory is hard to navigate.

One highlight of current preservation work was celebrated in Leeds University in early
December 2002 with the demonstration of the rescue of the 1986 Digital Domesday Disk
through emulation®. The BBC Domesday project involved fairly complex digital objects for
its time. There is an increasing body of practice in digital preservation, particularly for the
more simple types of data. However, for the more complex data types there are few, if any,
acknowledged examples.

The UK Data Archive at The University of Essex expressed the view that no-one has any real
experience yet with preserving multi-media formats. Difficult formats are not addressed, nor
is dynamic information.

Methods for long-term preservation of digital data aim to preserve content (information) and
systems (applications) behaviours over time as successive hardware and software
technologies to read and interpret bit-streams become obsolete. There are variants within
each option, but they may be summarised as follows:

e Migration: This requires transforming data from one format to another successively
as technologies change. This is a well understood process and occurs when systems
are upgraded. Except for the simplest data structures and/or over short timescales, it
is likely to result in information loss, and/or changes in systems’ behaviours or
computed results. It can be expensive and time-consuming to perform, and may rely
on expert knowledge which may no longer be available when needed. Costs are
recurring and errors are cumulative (and may not be detectable). It is sometimes
referred to as conversion.

e Emulation: This entails keeping the original data and application software and
creating programs as and when needed which emulate the behaviours of successive
computer systems, thus enabling the original application and data to be processed -
emulated - on contemporary architectures. This may prove more cost-effective than
migration, and promises more faithful preservation of both content and behaviours.
The work of Rothenberg®” and the CAMILEON?® project provide examples of
research in this area.

o Formal descriptions: The use of a Universal Virtual Computer (UVC) has been
proposed by Raymond Lorie of IBM*. The behaviours of the original application are
encoded at the originating time in a format which can be understood by the UVC in
the future; the abstract UVC is designed so that a real, functioning instance of it will

% See: http://www.si.umich.edu/CAMILEON/domesday/domesday.html
%" Rothenberg, J., 1995, 1999, 2000

% See: http://www.si.umich.edu/CAMILEON/

% Lorie, R., 2001, 2002
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be easy to create in the future and which will be able to emulate the original
application on contemporary architectures. This method is still in development.

Two other strategies have proponents, but have limited use in our context:

o Digital archaeology: Analogous to the recovery of physical artefacts, it involves
recovery in the future on an as needed or exploratory basis. It transfers cost to the
future at considerable risk of loss or future misinterpretation.

e Computer museums: This strategy proposes to archive whole systems, including
hardware and systems software, so that they can be used in the future. Continuing
costs, dwindling available expertise and physical decay of hardware will limit this
approach. (However, it was, essentially, one of the suggestions from the USA’s Food
and Drug Administration original guidance to 21 CFR Part 11 — guidance which has
since been withdrawn for review; at least one commercial company has proposed
providing this as a service.)

It is likely no single approach (or some method yet to be discovered) will dominate; the
outcome will depend on the material to be preserved, the degree of technical success achieved
and on economic and organisational factors. Some common-sense rules are generally agreed
— the original data bit streams should be preserved alongside any “preservation versions”
which are also kept; the existence of high quality metadata and documentation from the
original research greatly enhances its re-use and preservation; the use of non-proprietary,
well-documented data format standards like ASCII/UNICODE and XML increases the chance
of future recoverability. All methods assume application of good data management practices,
and implementation of secure storage, and institutional or organisational continuity.

Our surveys revealed general ignorance of the digital obsolescence problem (and thus of the
need to apply these techniques in the first place). On the coal face in university and
institutions, awareness of the digital preservation as an issue was low, though not entirely
non-existent. There were several instances where researchers and managers were confronting
preservation or management issues. Few departments made use of potentially relevant
guidelines such as those prepared by Cedars*. At one unit, scientists were daunted by the
problem of migration of data to the extent that it was inhibiting their reliance on data archives.
This unit was unaware of the preservation work cited here.

4.10 Heterogeneity and categories of data

Our questionnaires confirmed some of our fear